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Education
Beijing Language and Culture University Sep. 2019 - Jun. 2022
M.S. in Software Engineering Speech Acquisition and Intelligent Technology (SAIT) Lab

Graduated with Outstanding Graduation Dissertation Award, supervised by Prof. Jinsong Zhang.
Relevant Courses: Speech Information Processing, Prosodic Information Processing,

Academic lectures on Language Intelligence Technology,
Fundamental of Man-Machine Speech Communication.

South China Normal University Sep. 2015 - Jun. 2019
B.S. in Physics

Experience
NetEase Jul. 2022 - Present
Speech Technology Engineer in Youdao Group Beijing, China

• Developing computational models and applying linguistic knowledge to improve Language Learning sys-
tem for Chinese English Learner.

• Designed and improved speech assessment systems, including real-time systems and offline systems
optimized for edge devices.

ByteDance Nov. 2020 - Feb. 2021
Speech Research intern in AI Lab Beijing, China

• Worked in AI lab to optimize an education product using speech techniques, enhancing customer expe-
rience for millions of online users.

• Investigated and improved the algorithms for automatic scoring of pronunciation quality, adapting them
to our specific scenario for potential performance gain.
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